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Abstract: This chapter discusses how the ability to use (human) natural language has 

changed the way people interact with software systems. Navigating from Turing's 

Imitation Game to modern intelligent assistants, this chapter provides an overview of 

conversational agents in both technical and social dimensions of Human-Computer 

Interaction (HCI). It also explores the techniques and methodologies to develop and 

evaluate conversational agents under the lens of HCI and discusses the implications and 

future of these agents in human society. 

1 Introduction 

The American movie her (Jonze, 2014), directed in 2013 by Spike Jonze, displayed the dilemma of a 

professional writer who develops a romantic relationship with an AI assistant, Samantha. In the plot, 

Samantha is a powerful AI that can read books and review Theodore's letters in an incredibly short 

time but also portrays many human capabilities, such as using natural language communication, 

displaying emotions, and having an identity. 

Her was not the first time the big screens raised the idea of AI agents co-existing with humans. Sci-fi 

movies and literature are full of examples of software that has a body and a soul, integrating into 

human society peacefully or disrupting this society by threatening human existence. Either way, when 

we reflect on these fictional scenarios, and the role AI currently plays in our day-to-day life, we may 
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wonder: are we walking into our most favorite (or feared) sci-fi plot? And, perhaps more importantly, 

how can we shape that future to achieve the most optimistic outcome? 

The answer to these questions is not simple. When Her was released in December 2013, the virtual 

assistant Siri was already a commercial product built into Apple's product. Apple introduced the first 

iPhone featuring Siri in 2011, the same year that Watson, IBM's question & answer computer, won 

Jeopardy! Challenge, is a popular quiz television show in the USA. These events were not coincidental; 

they resulted from decades of research and industry initiatives to design human-like technology. 

These initiatives were not sci-fi inspired, though. In 1950, Alan Turing's research manuscript "Can 

machines think?" argued that a machine can exhibit intelligent behavior indistinguishable from a 

human (Turing, 1950). This article would be the seed for the many research developments on artificial 

intelligence we have seen in modern computing. The initially called "imitation game" challenged 

scholars worldwide to create machines that could successfully play the game. To achieve that, 

machines would have to master one of the most defining features of humanity: natural language. 

Significant efforts in natural language processing led to the scientific and technological advances that 

culminated in Siri and IBM Watson's spotlight in 2011. In the subsequent years, we watched the 

skyrocketing growth of conversational technologies, which would include intelligent personal 

assistants, home devices, virtual companions, and chatbots. Conversational products extrapolated the 

boundaries of specialized groups of users and research labs to reach the general public. Home 

personal assistants, such as Alexa and Google Home, reached people's homes and integrated people's 

daily routines (Dale, 2020). The accelerated digital transformation motivated by the COVID-19 

pandemic boosted the spread of conversational agents to automate communication with customers 

in many service-based companies (Stoilova, 2021), such as customer service, healthcare, and financial 

services. ChatGPT, which is a conversational agent driven by Artificial Intelligence (AI), helps users to 

compose emails and essays, and even write code in particular programming languages, all based on 

natural language conversations (van Dis et al., 2023). The Conversational AI market has grown by 

billions of dollars (in USD), and the trend is estimated to continue in the upcoming years (Rashita et 

al., 2021). 

Although talking to machines in natural language has become old news, the current scenario looks 

different from a sci-fi plot. Compared to Samantha, currently available conversational agents lack the 

complexity presented in Samantha's functionalities and personality. For the most part, conversational 

agents have been designed to accomplish narrow goals, for example, providing customer support for 

a particular company or assisting elderly individuals in their living environments. Even personal 

assistants, such as Siri and Alexa, who have a broader functional scope, do not replicate human 

communication in all its intricacy. As these technologies evolve to include more capabilities, scientists 
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and industry professionals take on the responsibility to create conversational agents that integrate 

with human activities in ways that promote a positive experience by increasing or controlling the 

extension of the conversational agent's humanity. 

The Human-Computer Interaction (HCI) field plays a crucial role in the conversational agent's 

evolution. On the one hand, professionals in the area are concerned with the impact of functional 

performance on human perceptions, reactions, and inclination to adopt conversational technologies. 

On the other hand, as conversational agents present increased human features than traditional 

interfaces–at least the natural language capability, it is necessary to understand and shape the social 

and emotional expectations projected in the interactions with conversational interfaces. 

Therefore, this chapter examines the role of HCI in the design and evolution of conversational agents. 

The chapter discusses the most significant aspects of human-conversational agents interaction, which 

include the process for conversation design, the technical and social factors that play a role in 

conversational interactions with computers, and techniques for evaluating conversational interfaces. 

In Section 7.2, the focus is the varying definitions of conversational agents, their characteristics, and 

their history. Section 7.3 discusses techniques for conversation design including stakeholder 

discovering, interface, and interaction design. Sections 7.4 and 7.5 approach the technical and social 

dimensions of conversational agent interaction. The former reviews the architectural aspects of 

conversational agents and introduces algorithms and methods to develop these agents. The latter 

switches gears toward the Computer As Social Actors paradigm and the user expectations of a 

conversational agent's social representation. Section 7.6 reviews the evaluation methods used to 

assess the pragmatic and hedonic qualities of conversational agents. Finally, Section 7.7 discusses the 

societal benefits and challenges of conversational agent adoption. Section 7.8 brings closing remarks 

and future directions. 

2 Communicating with computers 

Since Alan Turing proposed the Imitation Game (a.k.a. Turing Test), making computers that interact 

with humans through conversation has been a challenge for researchers (Turing, 1950). The first 

software to play the Imitation Game was ELIZA (Weizenbaum, 1966), followed by a series of early 

technologies such as TinyMud (Mauldin, 1994), SHRDLU (Winograd, 1971), and A.L.I.C.E. (Wallace, 

2009). In 1991, Dr. Hugh Loebner started the first Loebner Prize Competition where every year the 

most human-like computer is rewarded. 

In the early 2000s, the popularity of conversational agents increased with their integration into instant 

messaging tools (Adamopoulou & Moussiades, 2020). Differently from the original agents, whose 

main goal was to mimic human conversations, conversational agents integrated with instant 
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messaging tools helped people with practical daily tasks such as retrieving information from databases 

about movie times, sports scores, stock prices, news, weather, etc. This ability marked a significant 

development in human-computer interaction as information systems became accessible through 

dialog. 

The development of conversational agents went one step further with the creation of smart personal 

voice assistants in the early 2010s. These agents were built into smartphones or dedicated home 

speakers and could understand voice commands, speak to the user by synthesizing a voice, and handle 

tasks such as setting up alarms, monitoring devices, accessing calendars, etc. The most popular voice 

assistants are Apple Siri, IBM Watson, Google Assistant, Microsoft Cortana, and Amazon Alexa 

(Adamopoulou & Moussiades, 2020; Dale, 2020). In that same decade, social media platforms allowed 

companies to create chatbots to represent their brand or interact with their customers via a 

conversational interface. For example, airlines started to answer complaints on social media with 

chatbots and offer services such as checking in, informing about flight delays, and providing boarding 

passes (Ukpabi et al., 2019). Conversational agents automated a large number of messages that were 

previously answered by humans and thousands of text-based chatbots were developed for popular 

messaging platforms. 

In the 2020s, advances in machine learning allowed the training of large-scale language models, which 

considerably improved the performance of conversational agents and allowed the integration of the 

technologies in a variety of applications. ChatGPT, one of these new conversational agents, has 

become notorious for its disruptive performance in a variety of contexts, including text generation, 

programming, and language translation (van Dis et al., 2023). The model is trained on a massive 

amount of data, allowing it to generate text that is often difficult to distinguish from text written by a 

human. 

With the increasing popularity of human-computer interaction via conversational interfaces, a 

number of terms have been coined to accommodate the varying characteristics of these agents. In the 

following, we present an overview of these terminologies and discuss the domains where 

conversational agents have been mostly applied. 

2.1 Definitions and classification 

Generally speaking, conversational agents are “computer programs that interact with users using 

natural language”. Although the concept emerged several decades ago and has evolved over the 

years, the "conversational agent" term is not consensual (Motger et al., 2022) and it has been either 

used as a generic term for a software-based dialog system or as a synonym of chatbot. Several 

synonyms emerged, such as social bots, personal assistants, and conversational interfaces with the 

goal of emphasizing specific characteristics of the agents. In this chapter, conversational agents 
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represent a software application that uses natural language as the main form of interaction with 

humans. 

Conversational agents can serve various purposes, with characteristics that distinguish one agent from 

the others, including physicality (dis/embodiment, animation, or avatars), input mode (voice- or text-

based), goal (general-purpose chat or task-oriented), and domain. In general, conversational agents 

may interact through typed text, speech, or both means (Diederich et al., 2019). The interaction may 

be controlled by the user (user-initiative), by the conversational agent (system-initiative), or by both 

(mixed-initiative) (Motger et al., 2022). Conversational agents may also have personality, humor, and 

be able to express emotions; sometimes they have a face, or even a body (Feine et al., 2019). When 

conversational agents have physical characteristics, they are usually called "embodied conversational 

agents'' (Cassell, 2000). According to Cassell (2000), embodied conversational agents have the same 

properties as humans in face-to-face conversations, for example, they are able to recognize verbal 

and non-verbal inputs, answer with verbal and non-verbal outputs, and understand turn-taking. This 

chapter does not discuss embodiment (e.g., virtual humans or robots), although disembodied 

conversational agents may also have such an appearance (e.g., an avatar) (Feine et al., 2019). 

2.2 Application domains 

Conversational agents have changed how companies engage with their customers (Ling et al., 2021), 

how students participate in their learning groups (Khosrawi-Rad et al., 2022), and how patients self-

monitor the progress of their treatment (Milne-Ives et al., 2020), among many other applications. 

Recent reports on the conversational agent market (Rashita et al., 2021) attest to their increasing 

demand in several different domains. According to Rashita et al. (2021), the domains where 

conversational agents are more expressively adopted include Bank, Financial Services & Insurance 

(BFSI), retail & e-commerce, healthcare & life science, travel & hospitality, telecom, and media & 

entertainment, with retail & e-commerce being the most expressive segment and anticipated to 

witness significant growth in the upcoming years. 

Aligned with the marketing trend, many studies in the literature focus on the support conversational 

agents can provide to customer services  (Følstad & Skjuve, 2019; Haugeland et al., 2022; Youn & Jin, 

2021) and marketing (Cui et al., 2017; Kaczorowska-Spychalska, 2019; Thomaz et al., 2020). In the BFSI 

domain, conversational agents support decision-making and investment choices as well as 

productivity (Sharma et al., 2021; Wube et al., 2022). When focusing on travel & hospitality, 

conversational agents have been widely used in several subdomains, such as planning, booking, and 

en-route experience (Mahmood et al., 2009; Pillai & Sivathanu, 2020; Yanishevskaya et al., 2019). In 

health, they are used to enable speech monitoring, identification of disease, diabetes 

monitoring/control, and personal healthcare assistance (Laumer et al., 2019; Milne-Ives et al., 2020; 
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Preum et al., 2021). 

There are several other domains where conversational agents have been investigated. For example, 

in the educational context, conversational agents have been widely adopted, with applications 

including tutoring, question-answering, conversation practice for language learners, learning 

companions, and dialogues to promote reflection and metacognitive skills (Hwang & Chang, 2021; 

Khosrawi-Rad et al., 2022; Wollny et al., 2021). In Software Engineering, Storey and Zagalsky (2016) 

attest that conversational agents are present in every phase of the software development process, 

including coding, testing, documentation, deployment, support, and even team coordination. GitHub, 

the most popular code hosting platform, has been swarmed with bots and chatbots that help 

developers in their daily tasks, interacting with the team via communication channels like comments 

on pull requests (Wessel et al., 2018). Since the Internet of Things brings internet connection to a 

variety of different physical devices or things, conversational agents have been studied as a solution 

to facilitate management and interaction with those devices (Augustsson, 2019). 

2.3 Conversational agents and the HCI 

Conversational agents are changing the patterns of interactions between humans and computers. 

Lugger and Sellen (2016) claim that  "conversation is the next natural form of Human-Computer 

Interaction." Many instant messenger tools and social networking platforms provide platforms to 

develop and deploy conversational agents, which organizations use to provide their services (Følstad 

& Brandtzæg, 2017). As messaging tools and social network sites increasingly become platforms, 

traditional websites, and apps are providing space for this new form of human-computer interaction.  

The increasing interest in conversational technologies has brought new challenges for the HCI field 

(Følstad & Brandtzæg, 2017; Neururer et al., 2018). Whereas traditional user interfaces apply visual 

elements such as buttons, menus, or hyperlinks to communicate with users, conversational interfaces 

rely almost entirely on language as the primary resource to achieve communicative goals. 

Nevertheless, Dale (2016) states that interacting with current conversational agents conveys the 

impression of being managed through a tightly controlled dialog flow with reduced interactivity, which 

turns users into option-selectors rather than conversational partners.  

Moreover, language design for conversational agents has focused primarily on ensuring that the 

agents produce coherent and grammatically correct responses, and on improving functional 

performance and accuracy (see e.g. (Jiang & E Banchs, 2017; Maslowski et al., 2017). Although current 

conversational agents may, at some functional level, provide users with the answers they seek, the 

utterances portray arbitrary patterns of language that often fail to take into account the interactional 

situation in choosing a proper conversational tone for the interaction. For example, the literature 

shows that appropriate linguistic choices potentially increase human likeness (Chaves et al., 2022; Hill 
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et al., 2015) and believability (Westerman et al., 2019; Xuetao et al., 2009), enhancing the overall 

quality of the interaction (Chaves et al., 2022; Jakic et al., 2017). Hence, making a conversational agent 

acceptable to users is not only a technical but also a social problem to solve (Neururer et al., 2018). 

Developing a strong basis for designing not just what a conversational agent says but also how it says 

it must be a priority for creating the next generation of human-computer interfaces. 

Conversational agents are typically designed to mimic the social roles usually associated with a human 

conversational partner. Research on mind perception theory (Heyselaar & Bosse, 2019; M. Lee, Lucas, 

et al., 2019) suggests that although artificial agents are presumed to have substandard intelligence, 

people still apply certain social stereotypes to them. It is reasonable, then, to assume that ``machines 

may be treated differently when attributed with higher-order minds'' (M. Lee, Lucas, et al., 2019). As 

conversational agents enrich their communication and social skills, user expectations will likely grow 

as the conversational competence and perceived social role of the agents approach the human profiles 

they aim to represent. A variety of factors influence how people perceive an agent's communication 

skills (Chaves & Gerosa, 2020; Feine et al., 2019) and, as user expectations of proficiency increase, one 

important way to enhance the agent interactions is by carefully planning the technical, social and 

interactional aspects of the conversational agent design. In the next sections, we navigate these 

dimensions to discuss techniques applied to improve conversational agents' design. 

3 Conversation design 

The design of conversational agents requires specific tools and methods to comply with the unique 

characteristics of these systems. In this section, we will discuss techniques to design conversational 

agents, which includes first a preliminary analysis covering contextual and stakeholder discovery, 

approaches, and techniques. Second, we will rely on an overview of dialogue design methods and 

techniques.  Implementation and evaluation techniques are described in Sections 7.4 Building 

Conversational Agents and 7.6 Conversational Agents Evaluation, respectively. 

3.1 Contextual and stakeholder-discovering approaches and techniques 

The ecosystem of designing conversational AI agents includes several components and resources. 

Users, developers, content curators, project managers, designers, machine learning analysts, and 

marketing and consulting employees are usually involved in the process. The diversity of stakeholders 

brings a lot of complexity, and a successful conversational agent design depends upon the alignment 

of several points. 

Many theories, frameworks, and approaches assist researchers to understand and identify the nature 

and challenges of designing conversational systems and to assist the development team in making 

ethical (Rakova et al., 2021), and explainable design decisions (Ehsan et al., 2022; Q. V. Liao et al., 
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2020). The nuances of stakeholders’ views are not always clear for practitioners, designers, and 

developers.  Understanding stakeholders’ goals and mental maps helps to build the process of 

designing effective CA systems. This section addresses two approaches towards considering diverse 

lenses in the CA design process: value-sensitive design and articulated work practices. 

A Value-Sensitive Design (VSD) methodology consists of integrating conceptual, empirical, and 

technical investigations (Friedman & Hendry, 2019). In this approach, value is defined as “what a 

person or group of people consider important in life” (Friedman et al., 2013). In this frame, the notion 

of direct and indirect stakeholders is considered. For example, users are generally considered direct 

stakeholders and project sponsors could be considered indirect stakeholders. Or even, developers 

sometimes could be the direct stakeholders when they are considered the users of conversational 

design platforms, and indirect stakeholders when they are developing the conversational system for 

end users. In all those situations, the values of stakeholders count to have a successful conversational 

system. 

Wambsganss (2021) used a value-sensitive design approach (Friedman & Hendry, 2019), and design 

science research (Hevner, 2007) to investigate conversational agents' design principles. The authors 

found that this approach is suitable for user scenarios where privacy and transparency play an 

important role. Their work can inform designers and stakeholders about an ethical way to design 

conversational agents. 

Görnemann & Spiekermann (2022) used the VSD approach along with other fields to create a 

framework called EVA (Emotion Value Assessment) aimed to assist researchers and practitioners in 

the HCI domain unveil the emotional reactions of voice-based conversational agents in relation to 

underlying values fostered or harmed. Understanding and grasping values and emotional reactions to 

technology can assist in developing ethical CA. 

Values such as safety are also a great concern for CA researchers in end-to-end (E2E) conversational 

AI systems. Dinan et al. (2021) and Bergman et al. (2022) investigate how and when conversational 

agents trained on large datasets from the internet should be released considering safety, and value 

tensions in training and releasing E2E CA models.  The authors discuss the uncertain nature of large 

language models operating under conversational user interfaces and categories of harmful responses. 

Those issues require weighing conflicting, uncertain, and changing values. 

Values embedded in the design process interfere with decision-making tasks that are not always 

discussed and transparent for the CA team and users. For example, data curation and machine 

learning decisions (Rattenbury et al., 2017; Seidelin et al., 2020) are paramount steps of the CA design 

process and directly affect the quality and user perception of a CA. Usually, this work is hidden from 

stakeholders and is invisible to users (Ju & Leifer, 2008). We could say that those hidden practices are 



 

9 

a form of “articulated work”, a "work that is necessary for the work to proceed" (Hampson & Junor, 

2005; Schmidt & Schmidt, 2011). Articulation work is usually a complex set of enabling activities that 

contribute indirectly to the more visible and prominent production work in workplaces (Candello et 

al., 2022). It can take the form of support work or simply invisible work that usually goes unobserved 

and unrecorded. Therefore, it is important to make this work visible (Nardi & ENgeström, 1999) and 

understand the nature of technology, and sometimes limited decisions included in the process. 

Several studies are uncovering the production work entitled developing conversational agents. 

Candello (2022) investigated articulated working practices of content curators of conversational 

agents in diverse industry settings. They proposed a distinction between tech curators, the ones with 

knowledge of conversational platforms, and content curators, the subject matter experts, usually 

responsible for the content. In their research, three main themes emerged that illustrate the working 

practices of those employees: (1) co-dependence work mechanisms of curators 

(2) cooperation and collaboration mechanisms, and (3) management of information spaces and 

technologies. From the study results, they also draw seven design implications to improve the 

interface design and features of conversational platforms. 

In the same line of studies to unpack practitioners' work for conversational agents, Khemani and 

Reeves (2022) interviewed nine Voice-User Interface (VUI) practitioners to understand how they 

conceptualize and use design guidelines developed in HCI. One of the main takeaways from this study 

is that design knowledge should be codified for practitioners to be adopted. Lack of adoption was also 

found in a study based on a large-scale survey with 105 industry designers (Murad et al., 2022). The 

study aimed to explore the design practices of VUI designers, and in which ways knowledge of GUI is 

applied to designing VUI.  

3.2 Dialogue design methods and techniques 

A conversation is a specialized form of interaction, according to Suchman (2007, p. 101) “a 

distinguishing feature of ordinary conversation is the local, moment-by-moment management of the 

distribution of turns, of their size, and what gets done in them, those things being accomplished in the 

course of each current speaker’s turn.” Management of turns e subject change in each course is a 

situation that occurs in real-life conversations based on circumstances (internal and external) to 

speakers in dialogue. Machines are not prepared, nowadays, to fully understand the context and 

change the course of conversations as humans. Managing dialogues with machines is challenging, and 

this challenge increases even more when more than one conversational agent is part of the same 

conversation. 

In a conversational user interface, the conversation flow is not linear or transparent; it might take 

different courses according to circumstances that influence dialogue. One of the most interesting 
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features of human conversation is the ability to explore sidetracks and easily go back to the main 

conversation objective. For instance, while people are making a decision, such as in planning a trip, 

people can ask clarifying questions, explore a similar case, get delighted by photos and comments, 

consult a friend, and then go back to make the trip decisions. It is almost impossible to predict in what 

sequence a user will interact with a machine and how this machine could provide a satisfactory user 

experience. Traditional design methods might help to envision graphical user interfaces and detect 

topics that will embody the conversational system but have clear limitations in supporting the design 

of the conversation flow of a conversational system. This section explores some design methods which 

may help in this process. 

Zue and Glass (2000) addressed some of the challenges in designing dialogue flow. According to them, 

system-initiative systems (see Section 7.2.1 Classification) restrict user options, asking direct 

questions, such as: “Please, say just the departure city.” By doing so, those types of systems are more 

successful and easy to answer as they guide the user through the expected path. On the other hand, 

user-initiative systems are the ones where users have the freedom to ask what they wish. In this 

context, users may feel uncertain of the capabilities of the system and request information or services 

which might be quite far from the system's domain, leading to user frustration. In the mixed-initiative 

approach, in which users and computers participate interactively to achieve a common goal, the 

challenges include understanding interruptions, human utterances, and unclear sentences that were 

not always goal-oriented. 

The key dilemma is: should we ask users to modify their behaviors and interact with the system in a 

structured way? Or should we let users be more comfortable with systems that have characteristics 

of humans? Or both? In our experience, this is in fact one of the earliest and often the most important 

decisions faced by designers of conversational systems and should be explored in the design process 

by, for instance, using a Wizard of Oz approach (Mateas, 1999) and prototype techniques. 

In WoZ experiments, users are told they are interacting with a conversational agent, though in fact, a 

human plays the role of the agent behind the scenes. Samsom and Sumi (2020) conducted a WoZ 

experiment to understand the driver's decision-making process when listening to route alternatives 

in a conversation between two conversational agents. Chaves and Gerosa (2018) used a WoZ setup to 

identify differences in turn-taking and dialogue flow structure when users interact with single or 

multiple chatbots in the same chat. 

Cambre and Kulkarni (2020) mentioned additional prototyping techniques and highlighted that after 

the elicitation phase, the emphasis may shift to a more exploratory design stage, where the prototypes 

resemble the final voice artifacts intended to be developed. In this case, conversational development 

platforms are used. Shorter et al. (2022) investigate prototyping as a design tool for materializing voice 



 

11 

assistant technologies, those approaches show the peculiarities of designing for intangible 

technologies. Following the approaches to use prototypes as prompts for designing voice assistants 

in-car settings, Meck (2022) conducted an experiment to compare three evaluation conditions: driving 

simulator; crowdsourcing audio, and crowdsourcing text. They discovered study participants 

processed prompts similarly in these conditions. 

With the increased amount of information nowadays, designers of conversational agents struggle to 

organize the content in a user-friendly way. Several methods borrowed from GUI context can be 

adapted to the CA context. Methods, such as card sorting (Nawaz, 2012) help to organize and evaluate 

the information of an interface.  For instance, in a call-center context, where several topics could be 

asked to the CA, designers can prioritize the topics by importance using a card sorting method with 

branch employees and call-center employees to identify the popular topics requested by customers.  

Menus are also applied to show users the content scope of the CAs, and to organize the information. 

Nguyen et al. (2021) conducted an empirical study and found that CAs lead to a lower level of perceived 

autonomy and higher cognitive load compared to menu-based interface systems, resulting in lower user 

satisfaction. Considering Nguyen et al.’s (2021) findings, it is comprehensible that many designers are 

using those GUI strategies in a conversation interface. Hu (2019)compared the use of a menu-based 

over a conversational chatbot experience. In the study, users preferred the menu-based experience 

for several reasons such as being easier to use, less likelihood of errors, the convenience of GUI elements, 

and a clear way to show where information needs to be provided rather than requested. Valério (2020) 

investigated how communicative strategies are used by popular chatbots when conveying their features 

to users. They identified that menus offer the possibility of quick replies and choices of predefined 

options, complementary to Hu's (2019) study results. Menus also can help designers and developers 

to scope the system knowledge and keep the subject of the conversation in the scope, avoiding 
conversation breakdowns due to the lack of CA understanding.   

Scenarios and Storyboards (Carrol, 1999; Llitjós, 2013) based on journey maps (Schneider & Stickdorn, 

2011) and blueprints (Polaine et al., 2013) assist in predicting the user experience. Design fiction 

studies (Blythe, 2014) are also applied in designing future experiences with CA. Muller and Liao (2017) 

offered four potential methods to envision the values and ethical implications of designing AI systems 

for future users. Research to mitigate harm included fictional scenarios to assist practitioners to reflect 

when preparing for and learning from AI conversational models release (Bergman et al., 2022). More 

specifically to digital personal assistants, Søndergaard and Hansen (2018) discuss the meanings of 

designing and adopting CAs using design fiction through a critical and feminist design methodology. 

Ringfort-Felner et al. (2022) brought a collaborative and social perspective of using a design fiction 

artifact named Kiro in a car context. Participants in the study accepted Kiro as a conversational partner 

but not as a replacement for a human. 



 

12 

Designers should also consider examining similar contexts where everyday activities happen without 

or with the use of CAs to understand the nuances and values in place. Observations and log analysis 

of call-center employees, for example, may assist designers to understand the dynamic of the 

conversations, and design the dialogue for user experience.  Porcheron et al. (2018) collected and 

analyzed audio data of VUI in participants’ homes to understand the social interaction implications in 

everyday life. Barth et al. (2020) conducted a log analysis collected from visitors from an art exhibition 

to identify categories of popular questions. Portela and Granell-Canut (2017) conducted observations 

of chatbot mobile phone users to understand the potential personal relationships users might develop 

interacting with chatbots. Those studies are examples of how to conduct observational studies to 

gather insights for designing the interaction and conversational flow of CAs. 

Another component of this decision is the technology available for the deployment of the platform. 

Different conversational platforms support different initiative models, so the designer may face 

application contexts where the initial strategy is predetermined by the platform. In this situation, they 

should focus on finding and identifying patterns of dialogue that make sense given a fixed initiative 

strategy. For instance, if the only available platform has a Q&A structure (a typical user initiative), the 

designer should consider answers which lead to specific questions from the users if more guidance to 

the user is needed. In any case, since the decision of the initial strategy is closely tied to the 

deployment platform capabilities, it is important to involve the developing team in the process and, 

often, make that decision as early as possible in the design process. The next section will cover the 

technology and techniques available to create conversational agents. 

4 Building Conversational Agents 

For being able to have a conversation with a computer system, several techniques from natural 

language processing (NLP), a subfield of AI, are combined to understand and respond appropriately to 

user input. These include natural language understanding (NLU) for determining the semantic 

meaning or intention of the user’s utterance, dialog management (DM) for keeping track of 

conversational context and deciding on system actions, and natural language generation (NLG) for 

transforming abstract representations of system actions into natural language. 

Typically, these techniques are implemented into a dialog system forming the technical foundation of 

conversational agents. For realizing dialog systems there exist different reference architectures that 

have been historically categorized according to their purpose. A modular architecture is usually 

applied to implement task-oriented dialog systems which are designed to assist users in achieving a 

predefined task or goal. For example, task-oriented systems have been used to realize conversational 

agents to handle hotel room bookings or for ordering food from a restaurant (Williams et al., 2016). A 
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characteristic of task-oriented oriented systems is that modules for NLU, DM, and NLG are 

implemented and fine-tuned separately. The purpose of NLU is for the system to understand a narrow 

range of user intents which are relevant for solving the task at hand. DM is realized using a rule-based, 

state machine, or statistical approaches for guiding the user to task accomplishment by following a 

predefined set of actions. Moreover, the DM module interacts with structured data sources, such as 

databases or APIs, to provide information and complete tasks.  NLG is then used to present the actions 

in a human-understandable format. A benefit of this approach is that already implemented modules 

can be reused fast and easily. Further, the integration of external services for handling individual NLP 

tasks is facilitated and the architecture is easily extensible. This makes the modular approach 

especially useful for rapid prototyping aiming at investigating novel interaction design techniques or 

collecting data in new task domains. As the work processes of modular-based systems are easy to 

follow and technical problems can be alleviated relatively easily, this architectural design is popular 

for developing commercial voice user interface applications. For example, the modular-based RASA1 

framework can be used to build customer service chatbots, while Amazon also provides a modular 

framework for developing Alexa Skills. 

Due to their ability to only solve narrow tasks and to understand a limited set of user intents, the 

modular architectural design is not suitable for handling open-domain or casual conversations with 

users on a wide range of topics. Therefore, End-to-End architectures are used to enable open-ended 

conversations between humans and artificial agents. This architectural design relies on neural dialog 

approaches for handling NLU, DM, and NLG, such as a sequence-to-sequence model like Long Short 

Term Memory (LSTM) networks (Hochreiter & Schmidhuber, 1997) or transformer-based model 

(Vaswani et al., 2017). These models are trained on large datasets of conversational data and learn to 

generate responses that are contextually relevant and engaging to users. For this, they either make 

use of retrieval-based methods, selecting existing utterances from a set of appropriate responses, or 

generative approaches, which model new utterances dependent on language models.  Recently, End-

to-End approaches have garnered widespread popularity for realizing chatbots able to handle chit-

chat or question answering, e.g., Google's Meena (Adiwardana et al., 2020), Facebook’s Blenderbot 

(Roller et al., 2021), or  ChatGPT2. Despite their popularity, End-to-End systems still have several 

problematic issues (McTear, 2020). One of the main problems is the generic response problem, which 

concerns the often bland or uninformative responses of such systems, e.g., “Ok.” or “I’m not sure.”. 

Further, they are prone to semantic inconsistencies, i.e., their responses are inconsistent with their 

previous responses. For example, they may state different cities when asked about their current 

 
1 www.rasa.com  
2 https://openai.com/blog/chatgpt  

http://www.rasa.com/
https://openai.com/blog/chatgpt
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habitat. The probably most severe problem are so-called hallucinations, where the system adds false 

information to their responses. For example, retrieval-based methods mirror responses from their 

training data and are thus prone to bias or false information existing in the data set. Similarly, 

generative models create new utterances based on knowledge about the properties of language 

rather than truly understanding the meaning of their responses and are thus prone to making up facts. 

However, due to their ability to generate human-like responses and being able to process a wide range 

of topics, open-domain systems can be quite entertaining and useful for handling constrained 

predictable interactions. Thus, there also exist approaches to make task-oriented systems more 

natural by combining modular and End-to-End models. For example, Bordes et al. (2017) studied the 

application of End-to-End models for task-oriented dialogue in the restaurant reservation domain. In 

the following, the two architectural designs are described in more detail. 

4.1 Modular Architecture (600) 

Task-oriented conversational agents are usually built using a modular architecture paradigm. A key 

characteristic of the modular architecture is the pipeline-like structure, where task-specific modules 

process user input and generate appropriate system responses. In Figure 7.1, a depiction of the typical 

architecture is presented. For voice-based systems, like Alexa, or Siri, the user’s speech signal is first 

transformed into text using an automatic speech recognition (ASR) module.  For this, the speech signal 

is first digitalized and pre-processed for removing noise and redundant information (Jurafsky & 

Martin, 2023). Afterwards, features according to the human auditory system are extracted and fed as 

input to a neural end-to-end model for generating the most probable word sequence based on the 

acoustic feature vector (Yu & Deng, 2016). Besides semantic and syntactic information, other relevant 

information for HCI can also be extracted from the speech signal, e.g., sentiments, or emotions, as 

well as the age, or gender of the user. 
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Figure 7.1. Modular dialog system architecture (McTear,2020). 

Natural language understanding (NLU) describes the process of extracting the meaning of user input 

from a word sequence. For this, a semantic representation of the utterance is generated based on 

formal structures. This is also known under the term semantic encoding. Historically, semantic 

grammars have been used that structure the utterance according to the communicative function of 

their constituents (Traum & Hinkelman, 1992). For example, an utterance may have an assertive 

function, i.e., addressing the state of a current situation, or a directive function, i.e., intending to 

commit the addressee to do something (Searle, 1969). There exist several taxonomies of 

communicative functions that define specific dialogue actions (often also named intent) for 

semantically analyzing user and system turns during dialogue, e.g., DAMSL (dialog act markup in 

several layers) (Core & Allen, 1997). Therefore, the task of semantically encoding a dialogue utterance 

is described as dialogue act classification. Here, each utterance of a dialogue corpora is associated 

with a specific dialogue action (intent). Afterward the corpus is split into training, test, and validation 

set, for training a dialogue act classifier that maps the input word sequence to a semantic 

representation. Training is conducted by first generating a numerical representation of the utterance 

using a contextual embedding network, e.g., BERT (Devlin et al., 2019) or Word2vec (Mikolov et al., 

2013), and then feeding the representation into a machine learning classifier, e.g., support vector 

machine (SVM) (Vapnik, 2000) or deep neural networks, for a 1-of-N classification of the dialogue act. 

In Table 7.1, a sample dialog from the HIS system by (Young et al., 2010) is presented which shows the 

mapping from utterances to dialog acts. Besides the dialogue act, also the task domain of the 

utterance can be determined in this way for systems that are able to handle multiple domains, e.g. 

see the first turn in Table 7.1, where the restaurant is determined as the domain. Further, relevant 

information on the word level can be classified, which is known under the term entity extraction. This 

is particularly useful for slot-filling dialogues to determine the values for specified slots. For this, BIO-

tagging can be used that associates a tag for the beginning (B) and inside (I) for each slot label, and 

one for tokens outside (O) of any slot label (Jurafsky reference). For example, consider the second turn 

presented in Table 7.1, for which the BIO-tagging would be as shown in Figure 7.2: 

 

Figure 7.2. Example for BIO-Tagging. Created by the authors. 
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Table 7.1 Example dialog showing the mapping of utterances to dialog acts (Young et al., 2010) 

Utterance Dialog act 

U: Hi, I am looking for somewhere to eat. hello(task = find,type=restaurant) 

S: You are looking for a restaurant. What 

type of food do you like? 

confreq(type = restaurant, food) 

U: I’d like an Italian somewhere near the old 

town. 

inform(food = Italian, near=old town) 

S: Napoli is a nice Italian restaurant near the 

old town. 

inform(name = "Napoli", type = restaurant, 

food = Italian, near = old town) 

U: Is it reasonably priced? confirm(pricerange = moderate) 

S: Yes, Napoli is in the moderate price range. affirm(name = "Napoli", pricerange = 

moderate) 

U: What is the phone number? request(phone) 

S: The number of Napoli  is 764503. inform(name = "Napoli", phone = " 764503") 

U: Ok, thank you goodbye. bye() 

 

Dialogue management is concerned with finding an appropriate system response given the last user 

utterance and all available information from the previous interaction. Hence, its task is to keep track 

of the conversation and decide which actions to take for accomplishing a predefined task. To achieve 

this, a dialogue management component comprises a dialogue state tracker for maintaining the 

dialogue state, and a dialogue policy for controlling the flow of the dialogue (Young et al., 2013). The 

dialogue state tracker uses several knowledge sources for modeling the state of the conversation. The 

dialogue history contains information about the user’s and system’s contributions to the conversation 

thus far, i.e., which dialogue actions have been used and which values have been provided for slots. 

For example, food type, location, price range would be the slots which the system from Table 7.1 

requires for providing adequate information. The domain model represents the "world knowledge" of 
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a system, i.e., concepts and information for a task domain, such as different types of food or locations 

in the restaurant search domain. This knowledge can be retrieved from a database, which can be 

structured, for example, in the form of a knowledge graph or an ontology.  In addition to conversation- 

and domain-related knowledge, the dialog state can also contain user-specific information, e.g., age, 

gender, or preferences, as well as relevant dynamic user states, e.g., the classified sentiment of the 

user utterance.  The dialogue policy determines what action the system should take next. For decision-

making, the system makes uses of the relevant information represented in the dialogue state and 

selects an appropriate dialogue action. These decisions can be made using rule-based mechanisms or 

statistically driven methods. An example for a rule-based policy would be that when the confidence 

value for the user’s providing the value to a specific slot is below a pre-specified threshold, the system 

asks for clarification. Otherwise, the system would proceed to ask for another slot or suggest, etc. In 

Table 7.1., for example, the system recognizes with a high probability that the user wants to go to a 

restaurant and therefore proceeds by asking which type of food the user wants to eat. If the 

confidence would have been low, the system could ask explicitly for confirmation, e.g. "You want to 

go to a restaurant. Is this correct?".  

 Statistically-driven systems automatically learn such decisions based on data corpora using 

supervised learning mechanisms or interactively using reinforcement learning. For example, Young et 

al. (2013) use an approach that learns a dialogue strategy automatically depending on the last user 

input and dialogue state represented as the slot-value pairs provided during the current conversation. 

For learning a strategy, the system receives a positive reward at the end of dialogue when all slots 

have been filled correctly by the system, and a negative reward otherwise. Further, a small negative 

reward can be given for each dialogue turn to learn efficient system behavior. 

Natural language generation provides a word sequence given the semantic representation of the 

chosen system action. Thus, it can be considered as the reverse task to NLU. For achieving this, two 

approaches are primarily used: a template-based approach uses hand-crafted mappings of dialogue 

actions, slots, and values to textual utterances, which can be realized in the form of a look-up table. A 

more sophisticated approach to create more diversified text is to use statistical methods based on 

large hand-labeled dialogue data (Budzianowski et al., 2018). For this, several approaches have proven 

to provide good results including neural approaches (Dušek et al., 2020) as well as reinforcement 

learning approaches (Rieser et al., 2014). 

If the system output is to be in natural language, a synthesis module uses the text representation to 

generate speech signals. Therefore, it is intended to solve the reverse task of ASR. Like ASR systems, 

text-to-speech synthesis (TTS) relies on neural End-to-End models, using LSTMs or Transformers. 
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However, the main difference between ASR and TTS concerns the training procedure. While the ASR 

needs to be trained speaker-independently for being able to recognize speech from various users, the 

TTS module is usually trained on a specific speaker for having a consistent voice (Jurafsky & Martin, 

2023). For transforming text into speech, the process generally involves three tasks: First, text needs 

to be normalized for handling non-standard words, i.e., numbers, dates, abbreviations, etc. In a second 

step the sequence of normalized words is transformed into a numerical representation and fed as 

input to an encoder-decoder model that generates the predicted Mel spectrum of the spoken 

utterance (frequency spectrum) dependent on the input representation.  Finally, vocoding is used to 

transform the spectral features back into the time-domain waveform representation which can be 

played back to the user. 

4.2 End-to-End Architecture 

 

 
Figure 7.3 Retrieval- and Generation-based dialog system architecture (Jurafsky and Martin, 2023). 

 

The End-to-End architecture unifies the modules for NLU, DM, and NLG and produces a system 

response either based on retrieval methods or generation methods (see Figure.7.3). The retrieval-

based method selects a response from a dialogue corpus dependent on its appropriateness to the 

context. For this, a bi-encoder model is applied. One encoder is trained to generate a contextual 

embedding of the textual representation of the user’s utterance. The other encoder is trained to 

produce an embedding of the candidate responses provided by large data corpora. The dot product 

between the two embedding vectors can then be used to calculate a similarity score. For determining 

a response, the candidate with the highest similarity is selected. The embeddings may be produced 

using different techniques, e.g., BERT or Word2Vec. For enhancing the quality of the selection, more 
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context, than solely the last user utterance, e.g., the dialogue history or information about the user’s 

sentiment, may be included for producing the embeddings. 

The generation method utilizes an encoder-decoder model for creating a system response.  Thus, the 

problem of finding an appropriate system response given user input can be seen as a translation task. 

Here, the encoder network first creates a context vector that represents the user input and the 

dialogue history so far using BERT, for example. Afterward, the decoder network uses this vector to 

create an output considering the context vector and the response generated so far. Basic encoder-

decoder models are prone to provide repetitive and dull responses. Therefore, some modifications 

are necessary to provide a more suitable system response. For example, by using reinforcement 

learning or adversarial networks for achieving a more natural conversation. ChatGPT makes use of a 

method called "Learning from Human Feedback" for providing more human-like responses based on 

human ratings of candidate responses (Ziegler et al., 2019). 

4.3 Enhancing the Cognitive Abilities of Conversational Agents 

Current architectures of dialog systems for conversational agents are highly performant for achieving 

specific tasks or conducting open-ended conversations using natural language. However, they are 

restricted as they are usually limited to solely finding appropriate responses to user input, while they 

do not reflect other fundamental aspects of human behavior during a conversation. For example, they 

do not adapt and personalize their responses to individual users or lack the ability to take proactive 

self-initiated actions. To achieve these kinds of behaviors, the cognitive capabilities of conversational 

agents need to be enhanced. 

One important ability that needs to be included is to process multi-modal information. This means 

that conversational agents should be able to take in various types of information sources, not just 

speech, such as visual cues, physiological information, and context. By doing so, conversational agents 

can determine high-level user information, such as the user's affective state and emotion (Graesser et 

al., 2012), level of trust (Kraus et al., 2021), knowledge (Nothdurft et al., 2015), or satisfaction (Ultes 

et al., 2015). For example, combined audiovisual information can be used for estimating the emotional 

state of the user (Tzirakis et al., 2017). Here, audio and video data are first encoded in a multimodal 

representation amenable to computational processing. For this, LSTMS or convolutional neural 

networks (CNNs) can be used to extract a numerical representation of speech and visual features 

independently. Afterward, multimodal fusion techniques (Poria et al., 2017) are applied for joining 

features from both modalities to make predictions, e.g., by simply concatenating the feature vectors 

and feeding them into a neural network. The information about the user’s emotional state can then 

be fed into a user model, which serves as a knowledge base for providing adaptive behavior. By 

modeling the user's behavior, characteristics, and goals, the conversational agent can adapt its 
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behavior to better meet the user's needs and expectations. For example, the user’s emotional state 

can be used by a conversational agent to provide adequate emotional support by applying comforting 

strategies expressing empathetic and understanding behavior (Liu et al., 2021). Similarly, a 

conversational agent can provide multi-modal system output, e.g., utilizing gestures, facial 

expressions, and speech, for generating a more anthropomorphic user experience, which is often used 

in embodied conversational agents such as the GRETA agent (Pelachaud, 2017). 

Furthermore, multi-modal information can be combined with advanced knowledge, reasoning, and 

planning abilities to achieve proactive behavior. For example, Kraus et al. (Kraus et al., 2020) 

developed a proactive conversational agent utilizing planning and ontological reasoning techniques 

for providing adequate support during the execution of DIY projects. Here, the user’s task progress 

and their current activity with a modified electric screwdriver were tracked to initiate timely reflection 

dialogs. Evaluating their approach, the authors showed that the proactive agent was perceived as 

more trustworthy and led to higher user satisfaction with the project outcome than interacting with 

a reactive version of the agent. Further, proactive behavior can be used to adequately change topics 

in open-ended conversations with knowledge graph-based neural dialog systems. For example, Lei et 

al. (2022) used a reinforcement learning-based approach that includes task-relevant information, 

information about the user's previous satisfaction with the dialog, and the user's level of 

cooperativeness to determine the topic in the next dialog step. The goal was to achieve both fast task 

completion and user satisfaction. 

Despite the high potential of augmenting conversational agents with multi-modal abilities, their 

application in commercial settings is quite limited. One reason is the sensitivity of user-specific data 

such as emotions, gender, age, or knowledge which raises several ethical and privacy questions. 

Further, high-level user information such as emotions and trusting behavior are quite subjective and 

differ greatly from individual to individual which limits the reliability of such recognition software for 

real-world application. Thus, adequate adaptation to recognized user states may fail which can result 

in poor performance and customer satisfaction as well as low acceptance of the applied systems. 

Therefore, multi-modal user information needs to be handled carefully and their reliable and safe 

application is still future work. 

5 The social dimension 

5.1 Social cues 

In the field of HCI, Nass and his colleagues proposed the Computers Are Social Actors (CASA) paradigm 

and demonstrated that people mindlessly apply social scripts from human-human interaction when 



 

21 

they use computers (Nass et al., 1994; Reeves & Nass, 1996). However, technological advancements 

and artificial developments have led to a life in which we are surrounded by media technologies, such 

as conversational agents. To account for these advancements, Lombard and Xu (2021)proposed a 

structural extension of the CASA paradigm, i.e., the Media are Social Actors (MASA) paradigm. 

According to the MASA paradigm, social cues are triggers of users’ social responses to media 

technologies. Social cues are physical or behavioral features displayed by a conversational agent which 

are salient to users (Fiore et al., 2013). An example of a social cue in conversational agents is an avatar 

which can be more or less human-like. Subsequently, social cues are (sub)consciously interpreted by 

users in the form of attributions of mental state or attitudes towards the conversational agent (Fiore 

et al., 2013; Wiltshire et al., 2014). For example, a conversational agent with a machine-like avatar 

might be interpreted as impersonal, which in turn might lead to the users’ social response of 

attributing less trust in its capabilities. 

Chaves and Gerosa (Chaves & Gerosa, 2020) distinguish several social cues chatbot designers can 

implement in chatbots: conversational intelligence refers to the chatbot’s ability to manage 

interactions with users (for example by proactively sending relevant messages or asking follow-up 

questions to the user), social intelligence describes the chatbot’s impact on the social behavior of the 

user (the chatbot could, for example, evoke appropriate or inappropriate behavior from users), and 

personification includes chatbot characteristics that make the agent appear more humanlike (such as 

the usage of a human-like avatar and communication style). An overview of Chaves and Gerosa’s 

(2021) social cues is shown in Table 7.2. 

Chaves and Gerosa’s social cues can be implemented in various phases of the communication journey 

users go through when having a conversation with a conversational agent. Users can have 

expectations about the conversational agent before the actual conversation (phase 1), thereafter they 

will interact with the conversational agent (phase 2), and subsequently, they will formulate overall 

evaluations of the agent and possibly also of the organization that the conversational agent represents 

(phase 3) (van der Goot et al., 2020). 

 In the following paragraphs, we will reason the desirability and necessity to include the social cues in 

the different phases of users’ communication journey with the chatbot, how the cues can be 

operationalized, and their relative impact on the users’ prior expectations of the chatbots, their 

responses during the conversation, and perceptions and behavioral intentions after the conversation. 

Moreover, we will illustrate the applicability of the social cues in each phase by discussing two 

chatbots from different domains: a customer service chatbot, and a smoking cessation chatbot.
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Table 7.2: Overview of the social cues that can be used in conversational agents per chatbot journey phase and examples of operationalizations (phase 1 

and 2) and effects (phase 3) 

  Chatbot user journey 

Social cues Description Phase 1:  

Prior to the interaction 

Phase 2: 

During the interaction 

Phase 3: 

After the interaction 

Conversational intelligence The chatbot’s ability to 

manage interactions with 

users 

   

Proactivity The chatbot takes initiative 

autonomously, resulting in a 

two-way conversation 

+- include a personal 

greeting, but avoid 

intrusiveness 

+ ask follow-up questions, 

provide relevant 

information, monitor users' 

goals and guide users 

towards their goals using 

motivational messages.  

+ could contribute to the 

user’s task and to having a 

smooth conversation 

Conscientiousness The chatbot demonstrates 

attentiveness to the 

conversation 

- only applicable if the 

chatbot can use 

conversation history at the 

start of a new conversation 

+ Keep the user aware of the 

chatbot’s context, provide 

meaningful answers, use 

and balance confirmation 

messages 

+- could contribute to the 

user’s task and to having a 

smooth conversation 
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Communicability The chatbot conveys its 

features to users 

++ explain the purpose of 

the chatbot and its 

functionalities, and mention 

the option to redirect users 

to a human agent  

+- remind users about the 

purpose of the interaction, 

and redirect the users to a 

human agent in case of 

failure or conflicts 

+ could contribute to having 

a smooth conversation 

Social intelligence The chatbot’s impact on the 

social behavior of the user 

   

Damage control The chatbot’s ability to deal 

with failures and failures 

and conflicts 

+ mark the chatbot’s 

(in)competence, mention to 

option to be redirected to a 

human agent 

++ avoid failures, recognize 

them, communicate failures 

properly, provide the option 

to be redirected to a human 

agent 

 

++ could contribute to the 

user’s task and to having a 

smooth conversation 

Thoroughness The chatbot’s ability to be 

precise and consistent in 

language use and 

communication style 

++ match the chatbot’s 

language use and 

communication style to the 

context in which it is 

implemented  

+ be consistent in 

communication style and 

language use, balance the 

granularity of the 

information 

++ could contribute to 

relationship building 

Manners The chatbot’s ability to show + include a personal ++ adopt speech acts, like ++ could contribute to 
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polite behavior and adhere 

to conversational habits 

greeting, self-introduction, 

and adhere to turn-taking 

protocols 

opening and closing 

sentences, 

acknowledgements, make 

interactions personal 

having a smooth 

conversation and to 

relationship building 

Moral agency The chatbot acts based on 

social notions of right and 

wrong 

+ avoid stereotypes in the 

chatbot’s avatar, name, and 

reference to the user 

+ use ‘clean’ training data 

(without harassment), be 

aware of biases 

+ could contribute to 

relationship building 

Emotional intelligence The chatbot recognizes 

users’ feelings and 

demonstrates respect and 

understanding 

+- include a personal 

greeting, show information 

from prior conversations, if 

possible 

+ chatbot shows empathy, 

reciprocity, and 

conscientiousness 

+ could contribute to 

relationship building 

Personalization The chatbot’s ability to 

adapt the interface, content, 

and behavior to the users’ 

preferences, needs, and 

situational context 

++ build the chatbot on the 

basis of cultural, behavioral, 

personal, conversational, 

and contextual data 

+- use information from the 

conversation to tailor the 

responses, but avoid 

intrusiveness 

+ could contribute to 

relationship building 

Personification The chatbot’s characteristics 

that make the agent appear 

more humanlike 
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Identity The chatbot’s appearance 

and cultural traits 

+- include a disclosure about 

the artificial nature of the 

chatbot. Also the avatar and 

name type can mark or mask 

the chatbot’s artificial 

identity 

+ elaborate on the chatbot’s 

persona with a matching 

language style 

+ could contribute to 

relationship building 

Personality The chatbot’s behavioral 

traits 

+ develop and introduce a 

clear personality trait 

+ use appropriate language, 

have a sense of humor 

+ could contribute to 

relationship building 

Note. Meaning of the characters: ++ highly desirable / necessary, + advisable, +- moderately desirable because of pros and cons, - discourage. 

.
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5.2 User expectations prior to the conversation 

The first phase of the users’ communication journey with a conversational agent consists of the 

agent’s first messages. The social cues that are present in these first messages could influence users’ 

expectations about the chatbot. Consider the customer service chatbot of Cana Brava Resort3 

presented in Figure 7.4 (left). Although the term ‘virtual attendant’ and the tottler-like avatar implicitly 

disclose the interlocutor is not a human being but a conversational agent, several social characteristics 

are adopted that could stimulate social behaviors that are habitual in human-human conversations 

(Chaves & Gerosa, 2020; van Hooijdonk et al., 2023). The chatbot contains a humanlike name, avatar, 

and informal communication style that all contribute to the personification of the agent. These cues 

could enhance users’ perceptions of the humanlikeness of the chatbot (Liebrecht et al., 2020). Also, 

the chatbot of Cana Brava Resort uses social intelligence cues: a personal greeting (‘Hi’), a self-

introduction (‘I’m Jorginho!’), and turn-taking (‘How can I help you today?’). These cues display or 

adhere to manners and hence correspond to social norms from human-human communication that 

could stimulate users to act in the same social intelligent way (Chaves & Gerosa, 2020).  

However, several opportunities to shape user expectations even better remain untapped by the Cana 

Brava Resort chatbot. First of all, it can be questioned what expectations users will have about the 

chatbot’s competence. The tottler-like avatar and its rather informal language style could on the one 

hand increase users’ perceptions of warmth, but on the other hand also lower expectations regarding 

the chatbot’s competence (Khadpe et al., 2020) which in turn negatively affects users’ trust in the 

chatbot capabilities. In contrast, communicating the intelligence of the agent, for example by stating 

the chatbot is ‘an expert’ for hotel bookings, users’ trust in the chatbot’s capabilities could be 

increased. The implementation of communicability cues in a chatbot introduction could also positively 

affect users’ intentions to engage in a conversation with a chatbot. The chatbot could manage 

expectations about its purpose to avoid that users would address topics on which the chatbot has not 

been trained (‘I can help you with hotel bookings’), it could give users guidance on how to interact 

with the chatbot to avoid miscommunication (‘please choose a topic or ask your question in a 

maximum of five words’), and it could reassure users that human agents are present if needed (‘You 

always have the possibility to continue the conversation with a human agent’) (van Hooijdonk et al., 

2023). In contrast, the opening messages of the smoking cessation chatbot Quitly4 in Figure 7.4 (right), 

contain multiple communicability cues by explaining  the purpose of and interaction with the chatbot. 

It also shows good manners because it proactively greets the user personally (‘Hey there, Christine’).    

 
3 https://canabravaresort.com.br/  
4 https://m.me/quitly.bot  

https://canabravaresort.com.br/
https://m.me/quitly.bot
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Figure 7.4: Introduction of 1) the customer service chatbot of Cana Brave Resort (left) and 2) Quitly 

the smoking cessation chatbot (right). Screenshots by the authors. 

 

5.3 User experience during the interaction 

During the interaction, the second phase of the user-chatbot communication journey, the 

conversational agent can display several social cues. It is important that these cues match the 

expectations users developed in the first phase of the journey. The customer service chatbot of Cana 

Brave Resort and the smoking cessation chatbot Quitly (see Figure 7.5) both adopt an informal and 

engaging communication style by using emoji, contractions, acknowledgments, and showing empathy. 

The customer service chatbot also communicates with a sense of humor (‘I also love to eat well and 

have a few drinks! ;D’). Although this communication style can positively impact users’ perceptions of 

the human likeness of the chatbot, Chaves and Gerosa (2020) argue that the chatbot’s communication 

style - or even its personality - should be considered appropriate by its users. This depends on users’ 

characteristics (e.g., age, literacy, and familiarity with chatbots), and context characteristics, such as 

the domain in which the chatbot is implemented (e.g., customer service vs. healthcare vs. politics), 

the organization that the chatbot represents (e.g., a formal banking company vs. an informal e-

commerce company), and the chatbot’s purpose (e.g., providing answers to FAQ’s vs. providing 

psychotherapeutic support). A mismatch between users’ expectations and perceptions about the 

chatbot’s communication style could withhold users from continuing a conversation with the 

conversational agent. 

Another challenge is the implementation of conversational intelligence cues proactivity and 

conscientiousness. Examples of the cues are personally greeting users by their names, using previously 

shared user information in conversations, or proactively suggesting new topics or follow-up questions. 
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Some of these cues can be observed in the smoking cessation chatbot, such as personal greetings and 

providing personalized tips (Figure 7.4 and 7.5). However, the implementation of these social cues 

also demands privacy protective operations, such as an explicit agreement from users that their 

personal information will be saved and reused at another point of time (which was the case when 

registering for Quitly). Thus, user and context characteristics should be taken into account in the 

implementation of conversational intelligence cues. These cues seem to be less relevant in the context 

of a task-based customer service chatbot which customers use to efficiently find a tailored response 

to their questions. However, these cues are more relevant in a socio-oriented context in which the 

chatbot is used as a coach or friend for a longer period of time. 

Lastly, how the conversational agent deals with miscommunication affects users’ experiences. 

Different social cues can be implemented to avoid and/or deal with miscommunication in a socially 

acceptable manner (Chaves & Gerosa, 2020). Miscommunication can be avoided by using 

conscientiousness cues, such as keeping the conversation on track by reminding users about the 

purpose of the interaction and informing them about the next steps. Moreover, confirmation 

messages can be used to check the chatbot’s understanding of user messages. These 

conscientiousness cues are especially important in task-based customer service chatbots which 

customers use to reach a goal in an efficient and productive way (Chaves & Gerosa, 2020; Duijst, 2017).  

Miscommunication often occurs due to lack of chatbots’ linguistic and world knowledge (Wallis & 

Norling, 2005). Social intelligence cues can be used to deal with miscommunication, such as 

recognizing and apologizing for it, which may reduce users’ annoyance and frustration. Also, 

communicability cues can be used to recover miscommunication, such as providing options (e.g., 

‘Sorry, I did not understand you. Do you want to know more about 1) beverages or 2) breakfast?’), or 

redirecting the users to a customer service employee. The Cana Brava Resort chatbot Jorginho and 

smoking cessation chatbot Quitly adopt different approaches to deal with miscommunication which 

occurred at the start of the conversation. Chatbot Jorginho does not recognize the miscommunication 

explicitly. Instead, it gives the user directions on how to communicate with the system by means of 

the open text field and by showing the buttons that hints the user towards the topics that the chatbot 

can handle (see Figure 7.6 (left)). Chatbot Quitly, in contrast, explicitly states that it was unable to 

understand the user’s utterance, and subsequently shows options to steer the conversation in the 

right direction (see Figure 7.6 (right)).  
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Figure 7.5: Conversation with 1) the customer service chatbot (left) and 2) the smoking cessation 

chatbot (right). Screenshots by the authors. 

 

 
Figure 7.6: Miscommunication with 1) the customer service chatbot (left) and 2) the smoking 

cessation chatbot (right). Screenshots by the authors. 
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5.4 User evaluation after the interaction 

In the third phase of the chatbot user journey, users form an overall evaluation based on their 

experiences with the conversational agent. Interestingly, this phase differs amongst the customer 

service chatbot and the smoking cessation chatbot. The customer service chatbot of Cana Brava Resort 

is a task-based chatbot that users visit to make a booking or to obtain more information about the 

resort. When the user approaches the end of the conversation, the chatbot asks ‘Was I able to answer 

you?’. In case the user responds ‘yes’, a positive experience and evaluation of the chatbot could 

motivate them to start a new conversation with the agent next time they want to make a booking or 

obtain more information about the resort (see Figure 7.7). In contrast, the conversation of the smoking 

cessation chatbot is designed in such a way that there is no endpoint in the conversation (see Figure 

7.8). It is therefore important that user evaluations maintain high to stimulate them to keep using or 

re-using the chatbot again. 

 

 
Figure 7.7: Final stage of the conversation with the customer service chatbot of the Cana Brava 

Resort. Screenshot by the authors. 
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Figure 7.8: The conversation with the smoking cessation chatbot does not contain a clearly defined 

final stage of the conversation. Screenshot by the authors. 

 

These experiences are related to the three goals users have when they engage in a conversation with 

a conversational agent. The first goal concerns the task users want to perform with the conversational 

agent, such as booking a hotel or learning more about smoking triggers (Luger & Sellen, 2016; 

Shechtman & Horowitz, 2003). Miscommunication may lead to an unsuccessful conversation resulting 

in users not achieving their tasks. This will lead to a negative evaluation of the interaction, the chatbot, 

and the organization. Therefore, miscommunication should be prevented in the first place, and 

recognized and solved in the second place. Miscommunication can be prevented if users’ expectations 

about the chatbot’s purpose and capabilities were managed before and during the interaction by 

implementing communicability cues. These cues could positively impact users’ perceptions about the 

chatbot’s capabilities (Jain et al., 2018) as well as trust and satisfaction. Moreover, research by 

Ashktorab et al. (2019) shows that users favored a chatbot that acknowledges miscommunication, and 

provides options of possible intents. This way the chatbot initiates the repair of the 

miscommunication, corresponding with the general preference for self-repair in interpersonal 

communication (Schegloff et al., 1977) and steers the conversation in a direction within its capabilities. 
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The second goal users have when engaging in a conversation with a chatbot is how they can have a 

smooth conversation with it (Luger & Sellen, 2016; Shechtman & Horowitz, 2003) which can be 

achieved by implementing conversational intelligence cues. For example, the chatbot takes initiative 

autonomously and starts a two-way conversation (proactivity cues), or the chatbot demonstrates 

attentiveness to the conversation (conscientiousness cues). These conversational intelligence cues are 

more difficult to implement as they have to be realized in the architecture of the conversational agent. 

Advances in AI technology might lead to the implementation of conversational intelligence cues 

enabling conversational agents to interact with users in a more intuitive way (Huang & Rust, 2018). 

Finally, the third user goal refers to maintaining a certain relationship with the conversational agent 

(Luger & Sellen, 2016; Shechtman & Horowitz, 2003) which can be achieved by implementing social 

cues that simulate perceptions of humanlikeness, such as personification cues. This can be achieved 

by creating a chatbot with a clear personality trait, and by using identity cues, such as a humanlike 

name and avatar, and a personal and engaging communication style. Research shows that the usage 

of humanlike cues increases perceptions of humanlikeness which in turn leads to a positive evaluation 

of the organization (Araujo, 2018; Go & Sundar, 2019; Liebrecht et al., 2020). In order to hold these 

effects, Chaves and Gerosa (2020) state that the chatbot should maintain its personality and identity 

throughout the whole conversation (thoroughness cue), provided that the chatbot personification 

matches the user and the context (personalization cue). As these social cues are relatively easy to 

implement in conversational agents, a majority of current conversational agents contain (some of) 

these social cues, which has also been shown by the customer service chatbot and the smoking 

cessation chatbot in Figures 7.4 and 7.5. However, a conversational agent merely mimics humanlike 

communication. In order to maintain a relationship with a conversational agent it is important that it 

recognizes users’ feelings and demonstrates respect and understanding. One way how these 

emotional intelligence cues can be implemented is by automatically analyzing the user’s language, or 

by explicitly asking users how they feel. The latter approach can be observed in current conversational 

agents. Advances in AI technology might lead to the implementation of emotional intelligence cues 

enabling conversational agents to interact with users in a more empathetic way (Huang & Rust, 2018). 

6 Conversational agent evaluation 

The previous sections underline conversational agent design dimensions, including technical, social, 

and conversational capabilities. However, to foster the adoption and acceptance of these 

technologies, it is crucial to ensure that these dimensions are well-designed, meet user social and 

emotional expectations, and measure up to the desired functional performance and purpose. 

Many commercially available conversational agents apply marketing strategies to evaluate the 

interaction between the software and their customers. These strategies include satisfaction surveys 
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or prompts for feedback. For example, in 7.6, the Cana Brava Resort chatbot, introduced in Section 

7.5, prompts customers to evaluate the provided service using five-star ratings. These prompts are 

insightful to the companies as they assess the impact of the technology adoption on their target 

consumer’s perceptions. However, to get an in-depth understanding of human-conversational agent 

interactions, it is crucial to have broader investigations to create guidelines that can be generalized to 

a variety of conversational agent’s contexts of use. 

 

 
Figure 7.9: Cana Brava Resort chatbot asks for customer's feedback using five-star ratings. 

Screenshot by the authors. 

 

The HCI field provides a set of well-established techniques to evaluate human-computer interactions, 

such as usability and User eXperience (UX) evaluation methods. However, these techniques were 

developed before the exponential spread of conversational interfaces; hence, they were designed and 

tested in the context of human-computer interactions over traditional interfaces. 
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Conversational agents, however, have their own needs in terms of evaluation. For example, 

conversational agent designers are more likely to prioritize linguistic style, manner, and perceptions 

of humanity than traditional interface designers. As anthropomorphic cues such as identity and use of 

natural language are more evident for these agents than for traditional interfaces,  aspects such as 

satisfaction, trust, and engagement may have a different meaning and relevance from the user's 

perspective. Additionally, conversational agent design must care about interaction flow and context 

differently than traditional interfaces. Thus, evaluating a conversational interface may require 

developing new evaluation tools or adaptations to well-established techniques. 

In the last decade, scholars in the HCI field have steered the gear toward assessing the extent to which 

currently available evaluation methods fit modern conversational interactions. Additionally, there 

have been efforts to validate new or adapted evaluation tools. This section presents pragmatic and 

hedonic aspects that determine user experience and acceptance of conversational agent technologies 

and examines methodologies commonly used in the conversational agent's context. 

6.1 Usability and user experience 

User experience (UX) is a comprehensive concept that refers to a person's perceptions and behaviors 

while using a software product (ISO 9241-11, 2018). Due to the concept's intrinsic complexity, a 

consolidated evaluation method to encapsulate all aspects of UX is yet to be developed. Instead, 

various evaluation methods have been used to address particular aspects of user experience, mainly 

distinguishing between pragmatic and hedonic goals (Bevan, 2009) associated with the user 

experience. 

The evaluation of conversational agents follows the same practices. On the one hand, conversational 

agents are designed and evaluated to reach usability goals, such as effectiveness and efficiency. On 

the other hand, understanding the user's emotional experiences is crucial to achieving acceptance and 

adoption, which calls for assessing hedonic qualities such as engagement and pleasure (Haugeland et 

al., 2022).  

Various well-established instruments have been used to evaluate conversational agents when 

focusing on usability metrics. For example, Guerino and Valentim (2020) mapped the literature to 

identify technologies used to assess the usability and UX of voice-based conversational systems. 

Unsurprisingly, the authors list technologies such as the System Usability Scale (SUS), the NASA Task 

Load Index (NASA-TLX), the Computer System Usability Questionnaire (CSUQ), and Nielsen's 

heuristics. Ren et al. (2019) found similar results in the context of chatbot evaluations. Table 7.3 shows 

some generic tools used to evaluate the usability and UX of conversational agents, returned by 

Guerino and Valentim (2020) and Ren et al. (2019). 

 



 

35 

Table 7.3: Evaluation tools used to evaluate the usability and UX of conversational agents. Adapted 

from (Guerino & Valentim, 2020; Ren et al., 2019) 

Evaluation tool Description 

System Usability Scale (SUS) Tool for measuring the Usability of products/services. It 

is a 10-item questionnaire that can be answered using a 

5-point Likert scale, where 1 represents scale, where 1 

represents "strongly disagree" and 5 represents "strongly 

agree". Even though it is not specific for conversational 

agents, SUS is a consolidated technology in Usability 

evaluation. Moreover, SUS is widely used in the literature 

to evaluate efficiency, effectiveness, and user 

satisfaction.  

NASA Task Load Index (NASA-TLX) NASA-TLX is a subjective assessment tool used to rate 

the perceived workload to evaluate a task or system. The 

aspects evaluated by this tool are mental demand, 

physical demand, time demand, performance, effort, and 

frustration. 

Computer System Usability 

Questionnaire (CSUQ) 

CSUQ is a 19-item questionnaire to be answered on a 7-

point Likert scale. The questionnaire assesses utility, 

information quality, interface quality, and overall 

usability. 

Attrakdiff It is an instrument that evaluates the product's 

attractiveness in terms of usability and appearance. 

Attrakdiff contains 28 items of opposite pairs that can be 

answered on a 7-point scale. 

Input Device Usability Questionnaire 

(IDU) 

It is a 15-item questionnaire designed to investigate user 

interaction, distraction, ease of use, user comfort, 

frustration, enjoyment, error correction, and general 

usability. The questionnaire can be answered using a 5-

point Likert scale. 
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However, both literature reviews (G. C. Guerino & Valentim, 2020; Ren et al., 2019) highlight that, in 

many cases, researchers create evaluation tools tailored to the particular study, which suggests the 

need for more specific evaluation methods. For instance, the most common tool reported by Guerino 

and Valentim was the creation of questionnaire-based assessment instruments for a specific study or 

agent. However, this ad-hoc creation, despite generally allowing a pertinent evaluation of Usability or 

UX, does not allow the replicability of the instrument in other studies or conversational agents. 

Therefore, there have been initiatives to adapt existing evaluation tools to the context of 

conversational agents. Langevin et al. (2021) extended Nielsen's heuristics for usability to be used in 

the formative evaluation of conversational agents. The authors found that evaluators identified more 

usability issues when using the adapted heuristics when compared to the generic Nielsen's heuristics. 

According to the authors, conversational agent heuristics can be generalized to text-based, voice-

based, and multi-modal conversational agents. 

In the context of chatbots, Borsci et al. (2022) developed the Bot Usability Scale (BUS-15), which 

consists of a 15-item questionnaire focused on the user's satisfaction with the interaction. The 

questionnaire includes items about the chatbot's reachability, functionalities, quality of conversation 

and information, privacy and security, and response time. However, the scale has not been extensively 

tested and validated, requiring a collective effort from the research community to assess the reliability 

of the instrument. 

When focusing on voice-based interfaces, Guerino et al. (2021) developed an instrument to evaluate 

Usability and UX, called U2XECS. The instrument is questionnaire-based, and from its application, it is 

possible to evaluate the following aspects: User Satisfaction, Efficiency, Effectiveness, Generic UX, 

Affect/Emotion, Enjoyment/Fun, Aesthetics/Appeal, Engagement/Flow, and Motivation. U2XECS was 

evaluated in controlled experiments; however, further studies are needed to generalize its results and 

enhance its benefits for the conversational agents' community. 

However, there is more to the user experience than usability and satisfaction. Bevan (Bevan, 2009) 

argues that user experience in user-centered design also includes understanding what users do and 

why when interacting with the systems and maximizing the achievement of hedonic goals. Guerino 

and Valentim (2020) show that there is no clear distinction, on the part of evaluators, about what is 

included when evaluating UX; in this sense, it was seen that the same tool used to evaluate UX in one 

study was used to evaluate usability in another. Thus, more studies are needed so that, in addition to 

better understanding the definitions and aspects of UX and usability in conversational agents, specific 

tools are proposed for this context and replicable to other studies. 

6.2 User perceptions and acceptance 

The success of software or technology strongly depends upon the user's perceptions of the system, 
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such as expectation, engagement, and trust (Venkatesh et al., 2011). Combined with the usability and 

satisfaction dimensions of UX, positive user perceptions increase the likelihood of acceptance and 

adoption of a system. In the conversational agents' field, user perceptions have a unique characteristic 

when compared to other systems: the anthropomorphisation triggered by the use of natural language 

and the social implications associated with it (see Section 7.5). 

Standardized questionnaires fail to capture the nuances of subjective user perceptions. Therefore, 

user perceptions are often measured using qualitative methods such as interviews and focus groups 

based on the interaction with a proposed conversational agent or the user’s previous experiences with 

the technology (Bevan, 2009). 

One technique that supports the qualitative evaluation of conversational agents is the Wizard of Oz 

(WoZ) (Dahlbäck et al., 1993) (see more in Section 7.3). This technique helps evaluators to consider 

the unique qualities of human-conversational agent communication in the initial design stages. 

Besides, this method enables control for implementation limitations that could harm usability and 

performance thus negatively affecting the user experience. As a drawback, some human limitations 

are difficult to overcome in WoZ studies. For example, response time can be difficult to simulate, as 

humans will unlikely be able to answer user inputs as fast as a conversational agent. Nevertheless, the 

benefits of the WoZ technique surpass its limitations, and the popularity of the technique has even 

fostered the development of environments to support its use for conversational agent evaluation 

(Simpson et al., 2022). 

When the conversational agent evaluation is based on a current interaction, a common method is to 

invite the subjects to Think Aloud. Think Aloud sessions aim to identify user perceptions based on 

what they say out aloud about what they are doing and why. According to Barbosa et al. (Barbosa et 

al., 2022), when the user verbalizes their thoughts during the interaction, evaluators can capture 

genuine reactions and interpret problematic parts of the interaction. 

Unlike user perceptions, which are a broad set of behaviors and emotions triggered by the interaction 

with conversational agents, acceptance is a more consolidated construct. Therefore, the literature 

provides standardized evaluation tools to measure the acceptance of a software system. The two most 

frequently used theoretical frameworks to evaluate the adoption of conversational agents are the 

Technology Acceptance Model (TAM) and the Unified Theory of Acceptance and Use of Technology 

(UTAUT2). However, both questionnaires are highly oriented to pragmatic qualities, such as usefulness 

and effort expectancy. 

Moreover, by applying UTAUT2 to evaluate the acceptance of a healthcare-specific conversational 

agent, Laumer et al. (2019) found that using a specific technology (conversational agent) can influence 

the use of a particular instance of this technology (e.g., a conversational agent for disease diagnosis). 

The authors foster further research that proposes measurement items of acceptance specific to 
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application contexts. Furthermore, the authors extend the conclusion made by Venkatesh et al. (2011) 

by mentioning that it is necessary to investigate the influence of environmental factors on the 

acceptance of a conversational agent and to propose new models to measure this influence and its 

relationship with other factors empirically. 

In this sense, Ling et al. (Ling et al., 2021) surveyed the literature to identify the factors that influence 

users' adoption of conversational agents. As a result, the authors propose a model where acceptance 

is driven by the usage benefits, which translates to the value gained from interacting with the agent. 

These benefits are influenced by both agent and user characteristics, including, for example, the 

agent's appearance and anthropomorphic cues and the user's demographic characteristics and 

intrinsic motivation. However, the proposed collective model is theoretical and there is still a lack of 

a practical framework to guide the use of the model for conversational agent evaluation. 

7 Conversational Agents for social good 

This section focuses on the impact of introducing conversational agents in our society, particularly 

focusing on the role these agents may perform in well-being and inclusion. Given the interest in 

conversational agents for social good, be they chatbots (Følstad et al., 2018), AI systems (Floridi et al., 

2020), and/or robots (H. R. Lee et al., 2019), we first dive into what "social good" means. 

We then discuss relevant application domains in which conversational agents serve as a tool for social 

good.  

We relate social good to people's capacity to lead a "good life", such as the Aristotelian sense of 

eudaimonic well-being (Aristotle, 2019). Additionally, social good considers opportunities to foster 

people's capabilities, such as opportunities to achieve one's health (Robeyns, 2009) or promoting 

people's values in everyday technologies (Friedman, 1996; Wambsganss et al., 2021). Thus, one broad 

definition of technologies for "social good" is to promote the well-being of people and nature while 

mitigating harm towards them (Floridi et al., 2020); harms can be due to data manipulation, e.g., 

incorrectly labeled training data for conversational agents, and violation of users' privacy, e.g., 

personally identifiable information from conversational data being shared with third parties without 

consent (Floridi et al., 2020). For these potential harms, what is needed is a clear explanation about 

how conversational agents share and handle personal data, as well as how they have been trained, 

e.g., on what dataset and how (e.g., Mitchell et al. (2019)), which can assist in expectation 

management between users, conversational agents, and other stakeholders. Another harm is 

systematically and continuously marginalizing specific target user groups by not involving them in the 

design and development process, e.g., designing conversational agents for people with disabilities 

rather than designing with them (e.g., Spiel et al. (2020)). Directly involving people who are intended 

users (especially from marginalized or potentially marginalized groups)  in the design of these 
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conversational agents can mitigate potential harm, e.g., through value-sensitive design (see Section 

7.3), capability-sensitive design (Jacobs, 2020), and participatory design (Frauenberger et al., 2017). 

We turn to how conversational agents can serve the social good in specific domains, such as promoting 

well-being in the healthcare sector. Conversational agents are being utilized for physical and mental 

healthcare, such as assisting doctors or patient support (Preum et al., 2021). There are healthcare 

conversational agents that are for specific target populations, such as people with 

neurodevelopmental disorders (Catania et al., 2023) or adolescents (Fitzpatrick et al., 2017; Gabrielli 

et al., 2020), and again, it is important to bear in mind involving these intended user groups when 

developing such agents (e.g., Lopatovska et al. (2022)).  

While well-being technologies come in many types, such as in VR or mobile apps (Calvo & Peters, 

2014), what is particular about conversational agents is that they can refer to themselves in the first 

person, talking to human interactants as another "I", so instead of clicking or scrolling through apps, 

people are able to converse with technology (M. Lee & Contreras, 2023). Relatedly, conversational 

agents can make it easier for some to discuss sensitive topics like PTSD (compared to disclosing this to 

other people) as these agents are seen as "mere machines'' (Lucas et al., 2014, 2017). People may 

believe that machines or chatbots are less judgemental than other people  (Brandtzaeg & Følstad, 

2017, 2018). Besides targeted health interventions like sleep management (Rick et al., 2019) or 

smoking cessation (see Section 7.5 and (Perski et al., 2019)), there are many examples of 

conversational agents that support people's mental health (Ahmed et al., 2023), such as Wysa that is 

empathy based (Inkster et al., 2018), Woebot for depression (Fitzpatrick et al., 2017), and Vincent (M. 

Lee, Ackermans, et al., 2019) that asked for people's advice after reporting on its mishaps (Figure 7.10) 

which helped people be self-compassionate by being compassionate to it. Hence, conversational 

agents can be perceived to be helpful or in need of help in order to elicit specific psychological 

responses such as the tendency for self-disclosure or care-oriented behavior.  
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Figure 7.10. Vincent, a chatbot, sharing that it was late for a meeting to ask for help from people. 

Source: Lee et al. (2019). 

 

One underlooked aspect in healthcare is any potential conflict between stakeholders; there might be 

differences in opinions between experts, healthcare providers, and patients, such as a positive 

perspective by the experts who believe in predictive health (De Maeyer & Markopoulos, 2021) vs. 

patients who may not want predictive health forecasting that conversational agents can share with 

them, especially in emerging forms like digital twins at home (De Maeyer & Lee, 2022). In what ways 

conversational agents should navigate across potential conflicts between stakeholders, as well as 
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being entangled in healthcare conflicts, will become increasingly more significant to address.  

Conversational agents for well-being focus on individuals' health, but there are other social good areas 

that conversational agents can be active in,  be it for education, public health crisis, personal finance 

knowledge, or for inclusive citizenship, e.g., government agencies using conversational agents to 

increase citizens' awareness of policies. Conversational agents used for educational purposes come in 

many varieties (Chen et al., 2023; Hwang & Chang, 2021; Khosrawi-Rad et al., 2022), such as agents 

that help foster creativity and curiosity (Abdelghani et al., 2022) or agents that assist in online learning 

via text and voice input in a MOOC (Winkler et al., 2020), e.g., by fostering inclusive learning through 

an active FAQ chatbot (Han & Lee, 2022). Learning can occur in workplaces, e.g., for reflection and 

journaling (Kocielnik et al., 2018). Segmenting needs and goals per intended group is important here; 

college students vs. children would have different learning challenges, for instance. Design features of 

conversational agents should consider various differences. For example, a simple, clickable button to 

start the conversational agent might be more appropriate for children rather than expecting them to 

use "wake words" (like "Hey Google") to start a voice-based agent (Catania et al., 2020) and children 

might learn better when the agent is portrayed as a peer than a tutor, i.e., due to higher engagement 

and attention to a peer agent (Zaga et al., 2015). Conversational agents can thus play diverse roles, 

such as being a mentor or assistants, as well as being a peer, student, tutor, or a teacher (Wollny et 

al., 2021). As with potential conflicts among stakeholders in healthcare, various perspectives have to 

be considered, e.g., differences in what children vs. parents may educationally value and how then 

conversational agents should be used at home (Garg et al., 2022; Garg & Sengupta, 2020), scaling up 

to potential differences in how schools, universities, or government agencies may want to institute 

conversational agents for education compared to students and parents. Conversational agents 

themselves can be the cause of conflict, such as a recent worry with students' usage of ChatGPT over 

the kinds of influence conversational agents can have on learners and if and how that should be 

curtailed (Rudolph et al., 2023).  

Beyond education, there are other cases in which allowing people to help conversational agents would 

be helpful, e.g., humans teaching conversational agents classification tasks which can foster trust 

between humans and agents on crowd work platforms, which increases the agents' ability to perform 

tasks when they function as "teachable machines" that can grow with people they learn with 

(Chhibber et al., 2022). Community- or crowd-driven training also seems promising for a chatbot to 

provide on-demand therapy based on crowd workers training it (T. Abbas et al., 2020). Also on gaming 

platforms, people can teach a chatbot how to act as a community member, e.g., how to address 

people in the same community, which can strengthen behavioral norms that an online community 

wants to promote via teaching a chatbot (Seering et al., 2020). In general, this forms empowerment 

through a conversational agent perspective; people help their communities or themselves by 
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empowering an agent, e.g., learning through teaching (Tanaka & Matsuzoe, 2012) or caring for oneself 

by caring for an agent (M. Lee, Ackermans, et al., 2019). 

Conversational agents are deployed for many other domains we briefly go over. Concerning a public 

health crisis, during Covid-19, many chatbots were deployed, e.g.,  to provide timely information on 

the spread of the virus though there are concerns about the potential spread of inaccurate data or 

misinformation (Miner et al., 2020). There are efforts to better assist citizens through conversational 

agents in digital governance (N. Abbas et al., 2023), like for reaching those who may need social service 

support (Simonsen et al., 2020). In the finance sector, conversational agents can support people's 

financial decision-making (Wube et al., 2022), e.g., for small businesses to get loans (Candello, Grave, 

et al., 2022), or for people to get an understanding of the stock market (Sharma et al., 2021) or for 

exploring alternative currencies, like a chatbot for the cryptocurrency marketplace (M. Lee, Frank, et 

al., 2021). In sum, promising directions for social good in healthcare, education, crisis management, 

digital governance, and finance (among others) are in place for conversational agents. 

7.1 Challenges and opportunities for social good 

The main challenge is that the notion of "social good" deserves to be critically questioned, given that 

many corporate, social good ventures do not always come with harm mitigation (Kwet, 2019; 

Zembylas, 2023). Broadly, another point is that what may be "socially good" is not universal 

(Madianou, 2021). This relates to how, for instance, accounting for race and socio-economic 

differences in the design and deployment of conversational agents (e.g. Garg & Sengupta (2019))  

requires a nuanced view on what is socially good for whom from whose perspective.  

Hence, what further needs to be discussed are user representation and conversational agent 

representation in terms of intersectionality (cross-cutting many attributes such as race, gender, 

disability, class, and more), such as what traits (like name and avatar) of a conversational agent are 

designed as well as what groups are representative users of it. Intersectionality is not yet a focus for 

conversational agents (both in how they are designed and how they are received by intended users), 

but we see a growing need to consider intersectionality, especially in mitigating bias in the design and 

use of conversational agents (Ciston, 2019; M. Lee, Noortman, et al., 2021). 

Sexism is compounded (in social and socio-technical environments) when considering that many smart 

speakers are positioned as female-sounding assistants that habituates users into ordering them 

around (Søndergaard & Hansen, 2018; Strengers et al., 2020; Strengers & Kennedy, 2021), but this 

also holds for ableism, e.g., when robot assistants are designed as able-bodied and digital colonialism, 

e.g., when non-native English speakers are less understood by smart speakers since specific "native" 

accents are prioritized (Wu et al., 2022). As another example, chatbots have difficulties discussing 

racism in general (Schlesinger et al., 2018) and a negative case was Microsoft's Tay, a chatbot on 
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Twitter, tweeted racist and homophobic remarks based on how it was trained (Wolf et al., 2017). 

Unintended harm is still harm, which means that the long-term research and development phase is 

ideal to lower the chances of harm caused by conversational agents, as well as refining what "good" 

can be offered by them according to the perspectives of people who are intended to be end users.  

The emergent users from so-called "developing countries" will increasingly make up a large portion of 

conversational agents and other technologies, but Western technologists and developers' 

assumptions about their needs and desires often can be misguided or misunderstood (Arora, 2019). 

In India, for instance, users may not have a strong preference for human vs. AI-generated responses 

in smart speakers, but their combination (human and AI) can be valued (Ahire, 2022). Additionally, the 

context of use may differ; public-facing agents that are installed in urban areas can be used by many 

people (compared to only at home), such as a voice-based agent that was shared by many in an Indian 

slum (Pearson et al., 2019). Additionally, tackling societal issues like gender inequality, like a chatbot 

for addressing gender norms for Indian adolescence (Agarwal et al., 2021), may need to be specific to 

how gendered norms have cultural dimensions.  

Before conversational agents can be adapted to diverse languages, cultures, and contexts, there are 

other limitations to keep in mind: Local contextualization (as per above) requires an intersectional 

mindset, but also conversational agents are not yet adept at handling bilingual or multilingual dialogue 

(Cihan et al., 2022) and more work needs to be done to account for disabilities or different patterns 

of expressing oneself, e.g., voice agents for those who stammer (Bleakley et al., 2022) and those who 

are deaf or hard of hearing (Glasser et al., 2020). While there are ongoing challenges in making 

conversational agents that are accessible to a wide array of people, we also see many opportunities 

that conversational agents offer, e.g., conversational agents that assist students with autism, dyslexia, 

and other conditions to learn more independently (Lister et al., 2020). Hence, what promotes inclusion 

for some may be an exclusion for others,  such as voice- vs. text-based interaction for people who 

stammer vs. those who do not; what helps then is to explore diverse modalities and diverse user 

groups for context-based design and deployment. 

Lastly, we see the need to mature how privacy practices can be handled by conversational agents; 

current issues include the lack of (or outdated) privacy policies in many voice-based applications (Edu 

et al., 2022; S. Liao et al., 2020). As many applications get added on top of platforms, such as Spotify 

connecting with Alexa, cross-platform privacy policies also need to be considered. While people live 

and collaborate with conversational agents at home, work, and beyond, research should also focus on 

conversational repair, e.g., agents repeating directions vs. providing alternative options (Ashktorab et 

al., 2019), or how people will handle mistakes from conversational agents, e.g., an inaccurate 

scheduling assistant (Kocielnik et al., 2019). Conflicts may arise when people underestimate the agent 

and overestimate their own knowledge (and vice versa); this can be difficult to mediate situationally, 
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such as unclear on when an agent should take over compared to humans(Schaffer et al., 2019). Here, 

norms we have on other humans, such as blaming people for mistakes, may not always carry over to 

conversational agents (M. Lee, Ruijten, et al., 2021), making it difficult to assess how and when to hold 

human and non-human agents accountable (Lima et al., 2022; Nyholm, 2018). 

8 The future 

The path for conversation with intelligent software systems is already established. From now on, we 

expect that conversing with software systems will increasingly take over traditional interfaces. 

Therefore, it is crucial to reflect on future challenges, such as privacy and the ethical implications of 

long-term interactions with conversational agents. 

ChatGPT has recently brought to light several discussions that demonstrate the fragility of our society 

to the full integration of conversational agents in our daily activities. ChatGPT capabilities resulted in 

extensive ongoing discussions on whether generative AI should be listed as authors in academic 

publications, the limits of plagiarism, and the impact on education (Bowers, 2023; Rudolph et al., 2023; 

Ueda & Yamada, 2023). In the upcoming years, the growing popularity of home and Internet of Things 

devices will continue to bring conversational interfaces to people’s homes as well as work and leisure 

environments. These agents are expected to be omnipresent, and any device that knows the user is 

fully synchronized and able to respond to the user's requests (Gentsch, 2019). Combining large 

language models and omnipresent devices may enable the future development of conversational 

agents as complex as Samantha, from the movie Her (see Section 7.1). How this will affect our daily 

lives is a question still to be answered. In any case, like in the ChatGPT case, new privacy and ethical 

issues will emerge and must be resolved as the technology evolves. 
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